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A new method to reduce the statistical and systematic uncertainty of chamcelence
backgrounds measured with waveform digitizers

J. M. O’Donnell
Los Alamos National Laboratory, Los Alamos, NM 87544, USA

Abstract

A new method for measuring chance-coincidence backgrododag the collection of coincidence data is presented. The
method relies on acquiring data with near-zero dead timelwik now realistic due to the increasing deployment of fielelktronic-
digitizer (waveform digitizer) techniques. An experimeesigned to use this new method is capable of acquiring nwameidence
data, and a much reduced statistical fluctuation of the mmeddiackground. A statistical analysis is presented, aad tesderive
a figure of merit for the new method. Factors of four improvatraver other analyses are realistic. The technique istiited
with preliminary data taken as part of a program to make neasmements of the prompt fission neutron spectra at Los Adamo
Neutron Science Center. It is expected that the these mezasuts will occur in a regime where the maximum figure of meitit
be exploited.

Keywords. chance coincidence background, waveform digitizer,staéil uncertainty, systematic uncertainty

1. Introduction and Mativation rp, during a coincidence time window with widthy, is

The impact of backgrounds on the statistical significance of r, = rafbAr. 1)
an experiment is of such importance that Knoll discusses it i 7

his seminal bookRadiation Detection and Measurement, just A key concept in the derivation of Eq. (1) is the dead time,

as soon as *ﬁCieT‘t statistical background is pr_eser!ted to UM, of the detector, electronics and the data acquisitioresyst
derstand the subject[1]. One of the compromises in perform(DAQ% even thoughy is not explicit in the formula. Eq. (1) is
ing an experiment is to reduce the amount of time spent tak(-)nly valid if raty < 1 andrpty < 1

. . . s a .

ing foreground data (and Iosmg coynts and statistics)ake t While Eq. (1) is well known, we are not aware of any analy-
background data. If too much time is spent on t'he backgrouncsies using it to measure the detailed background shape ina coi
measurement, then valuable foreground statistics are (@st

the other hand, if indticient background data are obtained, thegfr?r?cf r:ﬁg;su:glrgill‘lt, ﬂieiu;?:blgsdrﬁgg itr?]h:g:g Q]Z;IZ ?]_ es
quality of the foreground data is compromised by a poor back: gfa b y- 19 g n 9

_ : . . i | .
ground subtraction. In the book, Knoll presents an expoessi N acquiring, saving anq analyzing comp (_ate data sets uging
: L . event-triggered DAQ with very real dead-time concerns.
for the optimal division of time between the two stages ofdat Th rrent work is motivated by the increasin f
collection. The question of systematic changes betweetwihe | hed.Cl.Jt. € ork 1S moti aet. y le ¢ ea;s 9 ﬂqsg 0
separate measurements is not considered — but is oﬁenappéf"s |§[);]|zers rfunnmg S(Iam_l-con mg_c;_ltj_s y (Wal\)/e o:jmt zg; i
ent, for example if a background normalization factor hasao E_rsz]' t\r']\” V\r/]avet %T ana_tyr/]&s capa; 'Ibl |te_s otn doa; t 0 dul
applied during the data analysis. The complications intoed| 'gh throughpu Qs with na contribution io dead time (see

by backgrounds warrant all reasonable attempts to remave -9 [2._4.]) - When C?”.‘b'”ed with computers with large storage
background. areas it is now realistic to record complete data sets ohall t

Over the years the coincidence technique has proven to besgj‘gnals from all the detectors with dead time due only toaign

powerful method to reduce or even remove large backgroundg.verlap (pileup) in the detector and preamps. Coincideaoes

Knoll also discusses the nature of chance coincidences as'%enF'f'ed’ in software, later in the analys!s. ) )
source of background in coincidence experiments, andprese  WVith such a DAQ we show that Knoll's expression to esti-

a simple formula to estimate the chance coincident rate. ThE'ate chance coincidence rates can now be used to determine
formula is traditionally used to help design layouts forexp & Pin-by-bin measurement of the background obtained simult
iments, and provide estimates for the quality of the datanwhe neously W!th the_foreground. In "?‘dd't'on to .reducllng sys?tem
setting up an experiment. The formula for the rate of chanee ¢ Uncertainties, this allows to obtain the maximal signaistias,

incidencesr,, between two detectors, counting at ratgand and it will be shown yields a very small statistical uncertgi
on the background measurement. The question of how much

time to spend on the foreground and background measurements
Email address: odonnell@lanl.gov (J. M. O’Donnell) becomes trivial — do both all the time!
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Figure 1: Conceptual layout for a two-arm time of flig&®Pu(; f, xn) exper-
iment, detecting fission fragments in a parallel-plate awdiarcounter(PPAC),

(which implit_:ate; the t_iming of an inco_ming neutron_, V\_/ith respe the neu- 16.667 ms ” 33.333 ms
tron production time signal from thg pick off), and fission neutrons are de-
tected in the lithium glass neutron detectors. Figure 2: Structure of the proton beam to WNR.

Before proceeding, we rewrite Eq. (1) in terms of the counts,\r/ ANSCE neutron spallation source[6]. A conceptual fig-
observed in an experiment, which also allows us to easilpqua .o of the experiment is shown in fig. 1. Beam delivery was

t'fg’ the ztgtlstlcar: uncertainty. The numbers of couatandb, gy ctured on two time scales (fig. 2): micro pulses of pro-
0 talr?e in each detector, and summed dveneasurements, .« (each making their own timing sign, and forming their
are then related to the measured singles rat@s=byaNArand 5,06 of spallation neutrons) occur at nominalis. Bitervals;

b = rpNA;, and the number of chance coincidencesin the 4 macro pulses, being groups of 347 micro pulses, segarate
time-difference window, is then by several milliseconds. Only two of every three macro pailse
were delivered to WNR.
(2) Model ZT4441-DP-PXI digitizers[7] (sample rate 400M)g
were used to acquire 1ms long waveforms spanning the dura-

whereo, is the statistical uncertainty on assuming Gaussian tion of complete macro pulses. Triggers for most of the digi-
statistics fora andb. tizers were distributed across a PXI bus from a self-trigger

In the next two sections we briefly describe an experimentligitizer receiving theg signal. ZT1000PXI cards[7] enabled
being developed to measure the prompt fission neutron spedistribution of the trigger and a stable reference clockveen
trum (PFNS) orf3°Pu[5], and then in more detail, two possible PXI crates. Up to 22 lithium-glass detectors and digitizearc
analysis procedures which use Eq. (2) to estimate backgsoun nels were used to detect the outgoing neutrons[8]. A futirer
for this experiment. In the following section we contrassth digitizer channels processed the signals from a multi-gggm
approach with more traditional methods for measuring backparallel-plate avalanche counter (PPAC) for detectingdiiss
grounds — resulting in the derivation of a figure of merit for fragments[9]. Each waveform was analyzed on board the dig-
the new method of analysis. There then follows a commenttizer using custom firmware, to generate a list of paranseter
on the data-acquisition requirements to obtain a data setwh such as a time stamp, the baseline height, and two integrals o
is complete enough to apply the current technique (and a nuhe peak area at flerent time dfsets from the peak position,
merical validation ofraty < 1 andrpyty < 1 for the example for all the peaks found in the waveform. The lists of paramsete
experiment). Further formulas derived from Eq. (2), andolthi were read from each digitizer across the PXI bus into conmpute
are needed to implement a full analysis, are presented iara sh memory for storage and further processing, before pregarin
series of appendices. the digitizers to process another macro pulse.

The times within a macro pulse of individual peaks in the
tp, PPAC and lithium-glass signals are denotedpad;, and
tn, respectively; and the lists of these times as reported &y th

Data for outgoing fission neutrons from neutron induced fis-digitizers are denoted biyo}, {t:}, and(t,}, respectively.
sion of?3°Pu are used to illustrate the techniques discussed here. Backgrounds from several sources are present in the data.
The coincidence nature of the experiment arises from detect Some of the more significant sources are: (1) fast neutrons
one of the fission fragments together with a neutron gertrategenerated from interactions other than fission from a partic
in the fission process. The detection of a fission fragment imlar sample foil; (2) a "sea” of thermal and epithermal nengro
plicates the timing properties of the incoming neutron. (see the rising and decaying baseline in the top panel of)ig. 3

The data were acquired as part of the development fof3) sensitivity of the neutron detectors to gamma rays; dhd (
the PFNS measurements currently being performed at themall residual sensitivity of the PPAC to the large alphaagiec
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2. Example Experiment With Complicated Backgrounds
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Figure 3: Distribution of singles events within the macrogesi for one lithium-
glass detector and one PPAC foil. Cuts to reduce backgrooans been ap-
plied (see text).
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rate of the plutonium samples (fig. 3, lower panel).

These backgrounds remain significant, even after applyir
some simple background reduction cuts, such as a cuts to s
arate neutrons from gamma rays in the lithium-glass dete
tors (exploiting the+4.78 MeV Q-value of théLi(n,t)a re-
action), and also PPAC pulse-height cuts to optimize fissior
alpha-decay separation. We anticipate using a more coenple 10
set of cuts for a final analysis of the data from these exper
ments, but we still expect many components of the backgrour
to remain.
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3. Coincidence Analysis

. . . . Figure 5: Time of flight histogram (upper curve, black onlif@)coincidences

Given the lists of time stampsto}, {t}, {ta} for the singles  from one lithium glass—PPAC combination, correlated on a comigiand the
data from each detector, two methods of coincidence amsalysimeasured background from chance coincidences (lower agwr@nline).
are presented to fully identify the triplet of timés, t, t,}, of
a fission event. Both methods identify two lists of time dou-
blets (or coincidences). The triplet of a fission event ismithe from the singles histograms of fig. 3, aNdwould be the num-

a double coincidence, formed with one coincidence from eacRer of macro pulses used to acquire the data.

list, matched on the same time of their common signal. The To complete the first method, pairs i, t;} are also iden-
two methods are distinguished by whether the coincidenite patified, and then correlated with thg, t,} pairs on a common
{tr,tn} is one of the initial lists of coincidences (method one),t. Note that in this method, the background due to chance-
or implied later (method two), and which signal is used as theoincidences is determined before the fission event timeris ¢
common signal between the lists {n method one, anth in  related with the neutron production time. This makesfticlilt
method two). Details of each method are given below. Whileto use the first method to study the background dependence on
method one follows the natural time ordering of detected sigt — to. Therefore a second method was found, which although
nals for a fission event, the discussion below shows thatedeth leading less directly to thg, f,} coincidences, allows to mea-
two leads to a more detailed understanding of the backgsoundure the background even with complicated cuts.

due to chance coincidences. For the second method, lists &f, i} between the fission-

In the first method, the lists gf;} and{t,}, from which fig. 3  fragment andy signals (the same list as used in the final stages
was made, are searched to form a list of coincidefigdg. At of the first method), and between the neutron detectortand
this point a histogram df,— t; could be filled, and a measure- signals{ty,t,} are formed, and appropriate histograms filled
ment of the background due to chance coincidences could kig. 4). Thety times are not generated by a Poisson process
derived using Eq. (2). The quantitiasandb would be taken and so Eq. (2) is not yet applicable. A second search is then
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Figure 6: Time of flight histogram (upper curves, black onlif@ coincidences between many combinations of lithium giB§3AC detectors correlated on a
commontp, and the measured background due to chance coincidences (lawes, red online), for four fierent ranges df — tp, and summed over all available

lithium-glass—PPAC combinations.

used to correlate pairs dfy, tt} and {to,t,} on a commorty,
thus allowing to fill thet, — t histogram (fig. 5). {to, t} and

is dominated by fission photons, which are to be removed by
cuts in a more complete analysis, but should also containtgve

{to, tn} are each driven by a (time-dependent) Poisson procesgpm fission with higher energy outgoing neutrons. Features
and so Eg. (2) can be used to determine a background due té the background shapes are better understood once the full

chance coincidences for the histogrant,pf t; for a common
to (red curve on fig 5). Tha andb values are taken from the
histograms of fig. 4, antll is now the total number df sig-
nals. In contrast to the first method, the background carbstil
determined even with cuts applied to the fission titne,to, by
applying cuts to the list ofto, t; } before performing the second
stage of searching, and then filling the histograms of figad a
5. Fig. 6 shows such an analysis.

two-dimensional background is presented below, but it is im
portant to note from fig. 6, firstly that the backgrounds are no
flat and secondly that the background shape varies with the in
cident neutron energy.

As a practical matter, data processing for the background
analysis may be performed either before or after adding-inde
pendent subsets of the data set, depending on whether signifi
cant systematic changes in the count rates have occurred.or n

For the analyses both with and without cuts (figs. 5 and 6)Systematic changes between subsets require indepena&nt ba
attention is brought to the smaller peak in the double ceinciground analyses, whereas summing over independent subsets

dence data for 50ns t,— t; < 100ns, the tails of which are of
interest (especially the slower times, i€.240 keV outgoing

requires less resources (e.g. CPU time and memory) to roces
the data. Both approaches work (see Appendix A), or even a

neutron energy)[5]. The large background under the low eneombination, depending on the details of the experimene Th
ergy tail (largett,— t;) makes this region especially suitable for current data were acquired in four hour subsets spanningtabo
the new background measurement techniques (see the fifjure-one hundred hours and one background analysis was performed

merit discussion below). The larger peak (Gng,— t; < 50ns)
4
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Figure 7: Measured two-dimensional correlations (whitédatks zero counts) betweéln — to} and({t,— to} (left), and the measured background quanyity, tp)
(right). Overlaid diagonal lines (red online) mark the limitsed to project one dimensional distributions of fig. 5 (and 6)

A second practical consideration is how to handle the twofig. 6 shows a much stronger peak, now shifted to slightly neg-
dimensional (2D) nature of Eq. (2). The valuesa@indb each  ativet,— t;. In this case, the two most forward angle neutron
depend on one or the other of the two times for the random pradetectors (notincluded in fig. 7) are very sensitive to diseat-
cesses, in this case - to andt,— tg, S0 thaty(t,, tp) is a dyadic  tering of neutrons from the beam and would show up in the
function of these times. The one-dimensional (1D) backgdou two-dimensional analysis as a strong enhancement of the hor
presented in fig. 5 is a projection along lines parallel toptie  izontal band neat,— to ~ Ous, and the 1D peak arises from
mary diagonal ofy(t,, tp) (see right hand side of fig. 7), just as chance coincidences between the scattered beam neutmbns an
the coincidence spectrum itself is a projection along thmesa fissions[10]. Similarly, the step in the background in thedo
lines of a correlation plot betwedt —to} and{t,—to} (lefthand  right panel of fig. 6 arises from the scattering into thesedeo
side of fig. 7). Processing the complete 2D background sgace tectors, now from beam neutrons from the next micro pulse at
not always necessary. Firstly, itis only necessary to meteat t,—tp ~ 1.8us.

section of the space near the coincidence diagonal (bettieen  on the other hand, the low background in the center of the
red lines in fig. 7). Secondly, for most analyses a directrdete op distribution sums over many channels in the 1D projegtion
mination of the 1D distribution can proceed using the forsul g.d can therefore become comparable in magnitude to the peak
of Appendix B. If a 2D analysis is still required (e.g. the hex att:—to ~ t —to ~ 0. The instantaneous neutron beam intensity
four paragraphs), a lower resolution will ofterfisce. is reduced in this region. Therefore chance coincidenc#ssn
Understanding the 2D nature of the problem can provide infegion are more likely to involve neutrons from the "sea” of
sights into the results obtained, as features of the 1D backhermal and epithermal neutrons, gordthe plutonium alpha
ground shape can be attributed to summing ovBedint fea- decays events in the PPAC.
tures in the 2D plot of fig. 7. These features will become more Another striking aspect of the background measurement in
or less dominant depending on the summation regions used dgigs. 5 and 6 is how small the statistical fluctuations on the
to cuts (such as those @n-t in fig. 6), and also due to the sen- background measurements are. In fact, the one-sigma uncer-
sitivity of each detector to the physical processes couting tainty bars are marked on the figure, and even on the log plot
to the background. are hard to see. The origin of the small uncertainties derive

For example, one feature of the 1D background in fig. 5 ifrom both the large number of counts available in the two in-
a modestly peaked structure at small timffiediences. The 2D  PUt spectra, and also from dividing by a large valueNofin
distribution shows that the small 1D peak arises from a veryhis caseN ~ 2.5 x 10°). A full statistical analysis, including
high and narrow peak, located at the intersection of the hig@ derivation of the covariance matrix between elements ef th
count rate bands ne#&r—t, ~ 0, andt,— t, ~ 0, with tails background measurement is presented in Appendix C.
following along each of the band. The peak is then a result of The method is extensible to more complicated analysis, such
chance coincidences between fission neutrons (or other beams calculating the background as a function of a singlesypayra
induced neutrons) and fission signals. The upper left panel der against the time fierence of the coincidences; or even then
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summing over the time fierence coordinate. For example S | S
full analysis of the example experiment will apply a kinemat - - T
cut in the outgoing time-of-flight versus outgoing neutraise -
; f 05
height space to remove the photon peak from figs. 5 and 6, - T
quiring summing the background contribution only in the sar C Tl
region. Other possibilities, perhaps more suitable foep#x- ol vl vl vl il
periments, include projecting the background onto the akis 10° 10 10* 1 10
the singles parameter (or combination of singles paramsete! ¢
or to extend Eg. 2 to higher multiplicity coincidences. S 4F
3F
4. Figureof Merit C
2
We now consider the impact of these results when deci EI T
ing how much time to spend acquiring data, by contrasting tl 1 10° 102 10t 1 10
signal-to-noise ratio of traditional methods with thattioe new [0)

method.
- . Figure 8: Upper plot — signal-to-noise ratio as a functiorthef background
With a system that does not record all the singles data, 'gtrengthyp, from the complete singles method (solid line), and tradéloneth-

is often necessary to dedicate some fractigmof the time t0  ods (dotted line). Lower plot — figure of merl, from Eg. (9).
measuring the foreground (with background), and the remain
ing fraction (1- 7) to measuring the background alone. If the

strength of the background relative to the foregroung) ien We now contrast this with an experiment designed to acquire
the number of counts; ., andc, obtained during the two parts all the singles data from which the coincidences were identi
of the measurement are fied. The maximum amount of time is dedicated to measur-
ing the foreground, which gives increased foregroundsites;
Ciop=C(+ )T+ 1/(:(1 + )T, (3)  the background is truly measured in situ, which decreases sy
tematic uncertainties in the background measurement;tend t
G = Co(1-7) £ VC(1-7). ) background is measured from singles data, which has rekativ

whereC is a characteristic constant of the experiment (re re> mall statistical uncertainty.
P P If the singles rates are large, then the prodalcbf Eq. (2)

senting the number of foreground counts if no time is deditat ; : .
) has a relatively small uncertainty, andNfis also large, then
to the background measurement, t.es 1, any¢). The number - : ST
the statistical uncertainty op can be insignificant compared

of foregr_ound countsey, 1s 0 btained frf)m these equations by to the statistical uncertainty,/C(1 + ¢), of the measurement.
normalizingc, and subtracting fronas ,p: . : .

The signal-to-noise ratio of a complete measurement aedlyz
according to Eq. (2) is then

-
Ct = Cf4b — Ecb

(®) C
Cr(l+¢ - -
—Crs /%, sn—\/lw. t)

The signal-to-noise ratioS; = ct/o,, for the measurement A useful figure of meritM, for this new method is how much

follows: longer an incomplete singles data set and separate backfjrou
Cr(1-1) measurement would take, to obtain the same uncertainty as a
S = T+o-1 (6)  complete measurement with background derived from singles
data, i.e.
The optimal value ofr for such an experiment is obtained M = (&)2 _ 1l+g¢-7 ©)
when the partial derivative of the signal-to-noise ratidthwe- \Ss)  Q+e-0)7

spect tor, Is zero: M is greater than one for any appreciable background; and for

_ N vz s largeg, wherer = 1/2, M can easily approach four &,-1,» =
T=1+¢ $(1+9). (7) (2+ 4¢)/(1 + ¢). The figure of merit from Eq. (9), using the

The small and large background limits of Eq. (7) may be an—Opt'malT from Eq. (7). is graphed in fig. 8.

ticipated intuitively. Firstly, if there is no backgroundll the

time should be used to measure the foregroundgi€.0 im- 5. validity of Chance Coincidence Equations

pliest = 1. Secondly, at the other extreme, }iny,(r) = 1/2

implies to never spend more than half the time measuring the The dfective live-time of a DAQ with significant readout
background. Further implications of egs. (6) and (7) are disor conversion times can be reduced by selectively triggerin
cussed in [1]. the system on a subset of events — perhaps even triggering



6. Conclusions

counts

A method for measuring the background due to random co-

10° L incidences in coincidence experiments has been presehited.
3 though the method is based on a well known formula, we de-
10° 10°E scribe it as a new method, as it requires the use of a DAQ which
E can record all the singles data from which the coincidences a
10° = b ohe derived. The ability to take such data has only recently beco

| I practical as we now start to use waveform digitizers, whiah r
continuously during time periods of interest. The dead $ime
are now driven by detector response functions, rather than t
digitization process or data recording process.
The method is very powerful, as it allows for true in situ
- L background measurements, with a high degree of statistcal
10_0 . ) 200 tainty. The termin situ applies to the physical environment
time since prior pulse (US) iy which the detectors are located, and also to the apicati
Figure 9: Time diference between adjacent peaks in one lithium-glass detectopf the same data analysis cuts used to search for coincislence
Upper curves (red online) show raw data, and lower curvegibnline) show The high statistical accuracy, even for experiments WitbrEyV
data after extra peaks are removed (see text). small background, follows directly from an analysis praoed
starting from sets of complete singles data from which the co
incidences have been identified. This contrasts with ticadit
. o ] ) background measurement techniques, in which a separate set
on only the desired coincidence events. It is verffidilt  coincidence measurements are made, with a change to the phys
to apply Eq. (2) to such data sets. Suitably complete singleg5| environment of the experiment, such that the posslii
data sets should not include biases from the embedded Com%rming a desirable coincidence has been removed.
dences, and ideally will not need any significant dead-tiote ¢ A figure of merit for the method has been derived, based just
rections. Therefore suitable data sets must be acquired @si g, the statistical improvement compared to traditionaloés
non-selective trigger — in direct contradiction to a cod®nce ot measuring backgrounds. Factors of up to four times more
DAQ system with a large dead time. effective use of time are realistic. Impressive as this figure of

A practical system to acquire a complete data set require@erit _is, it is still an underestimate of the power of the eut_r
detectors and analog electronics with a relatively fasaagec €chnique. The current technique removes the systematic un
time to avoid pile up; and a dead-timeless DAQ. Flash anabggerta.mty in normalizing the background measurement,_ as th
to-digital converters, with biiered multi-sample readout are conditions are now known to be truly the same as during the
ideally suited to this technique. Self triggered, on-bopro- foreground measurement. This systemapc mproyemen}en th
cessing capabilities to identify and characterize peagsnat bacl_<ground measurement has not been included in the figure of
strictly required, but for many experiments will be the only Mert.
practical way to obtain dficient coincidence statistics. Furthermore, the algorithms used to extract the background

are a form of analytic data reduction. They make no prior as-

It is also necessary to ensure that a data set is not ovesumptions about the shape of the background, and do not in-
complete. Fig. 9 shows the distribution of the timéetiences volve any free parameters (in particular they do not use any
between each peak and the previous for one of the lithiurssgla type of fitting). As such, they are capable of reducing thedat
detectors, over two flierent time scales. The firmware was tg determine very complicated background shapes, everewhil
configured to search for 200ns wide peaks, which is then théhaintaining large figures of merit.
dead timety. The decay constant of the time between adja- |t s anticipated that the method will be of use to a largesclas
cent cleaned peaks gives a count rate in the range of 5k8e  of coincidence experiments, in which backgrounds cannot be
product of the rate and the dead time is then about 0.001 fwhicfy|ly eliminated. One such set of experiments is the measure
is suficiently less than one that egs. (1) and (2) are valid. Peakgent of the prompt fission neutron spectrum being performed
at 1.8, 3.6, 5.4s, ... arise from the real change in the countat WNR/ILANSCE. The method has been demonstrated using
rate during micro pulses. The raw data curves (upper curvegreliminary data sets from this project.
red online) show other structures and extraneous datanfier ti
differences less than L& These arise predominantly from the
peak searching algorithm re-triggering on fluctuationf@tail ~ Acknowledgments
of large peaks, and must be removed by a suitable set of cuts on
the data before applying Eqg. (2) as in the lower curves (black The author thanks R. C. Haight for informative discussions,
online). The cuts should be applied before searching foratoi  and all personnel working on the Chi-Nu project[5] for allogy
dences, so that the background and signal are determined undiccess to preliminary data. This work benefited from the use
the same conditions. of the LANSCE accelerator facility and was performed under
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Appendix A. Summing Over Similar Data Sets
As a practical matter, we must consider the application of
Eq. (2) under the scenario of summing two data sets, taken se-
quentially, but otherwise under the same conditions. We use
subscripts 1 and 2 to identify the two data sets.
Adding the background histograms directly gives
_ albl a2b2 t
71+2—(N1+N2) a

Figure C.10: Properties of andp. B(6t1) andB(ét2) are sums ofy along the
N \/albl(al +b1)  aby(ax +by) (A.1) upper and lower diagonal lines respectively (dark and lgbe online). Cor-

N2 N2 relations arise along vertical lines (red online) of constdt,) and horizontal
1 2 lines (orange online) of constabty).

whereas adding the singles histograms, and then caloykgn
background gives

Appendix C. Correlationsin the Projected 1D Background
_ (g +ap)(by + by) PP : g

Y142 = Ny + Np

. [(@1+ (b +bo)(as + 8 + by + by)
h (N1 + Np)? '

(A.2)
The background in a second bin @f sums along a dlier-

It is not immediately clear that egs. (A.1) and (A.2) are thee”tl set pfy_values, such as the lower diagonal line (light blue
same result — indeed, at first glance they look vetjedent. ~ ©nline) in fig C.10. One term g§(6u) has the same value of
This dilemma is resolved by recalling that the number of ¢sun &(ta) @ one term oB(6r2). These terms lie on the intersection
in a data set is proportional to the time spent acquiring tita.d  Of the diagonal lines (blue online) in fig. C.10 with the vesli
Defining the detector dependent constant of proportionatit line (red online) of constard(ty). There is a similar correla-
ka OF ky SO thata = kaN; andb = k,N;, we find that egs. (A.1) t.IOI"I, with a dﬂfe.rent term of3(6¢1), now along the horizontal
and (A.2) both reduce to the same result, line (orange online), for a constabft,). In general, these two

correlations occur for each term g(6;), and lead to a full a

142 = Kakp(N1 + N2) + \/kakb(ka +ko)(N1 + N2),  (A.3) covariance matrix, C@(dt1, ot2)-

as desired. Expressions for Cc()@(éu)', ﬂ(étz)) can be derived using the
methods commonly described in text books (see e.g. [11]).
) ) ) However such an approach is overly cumbersome, as simpli-
Appendix B. One bin of the projected 1D background fications are easily found, reflecting the simple geometies

To determine a 1D time-fiierence histogram for the random fig. C.10.
coincidence background, it helps to make explicit the tilme d ~ First we observe that in Eq. (B.2), the partial derivatives
pendence of the quantities in Eq. (2), aB(6)/0y(ta, ta + 6t) are one (or zero), reflecting that the ver-
tical (red online) and horizontal (orange online) lineemsect
Y(ta to) = a(ta)b(ts) + 1 \/a(ta)b(tb)(a(ta) +b(t,)). (B.1) the upper diagonal (dark blue online) line of fig. C.10 at only

N N one point.

A single bin of 3(6:), is then a sum over independent ele-
ments ofy(t,, ty) along the diagonal ling, = t; + 6; (upper
diagonal line, dark blue online, in fig. C.10). The fluctuaio ~ COMB(Y). B()) =

from individualy(ta, tp) add in quadrature, so that Z Z COM(y(ta,. ta, + 612), Y(tas ta, + 612).  (C.1)
ta ta
BO) = ) Yltata +8) i
ta

1 Next we observe that frequently QoNta, , ta, + 1), Y(ta,. ta, +
"N Z ata)blta + o) (B.2) 62)) is zero, reflecting that the vertical (red online) and hamizo
al tal (orange online) lines of fig. C.10 intersect the lowegdiaal
+ = \/Zt a(ta)b(ta + 60)(a(t) + b(ta + 61)). line (light blue o_nling) at just two points. With thesg zespihe
N a double summation is reduced to just one or two single summa-



tions:

CO\’(ﬂ(étl)’ﬂ(étz)) =

max(a)

Z Covy(ta, ta + 0,), ¥(ta, ta + 5t2))
ta=1

if 6, = o1,

maxta)

> CoMy(ta.ta + 81,). ¥(tar ta + 61,))
ta=1

otherwise.

maxta)

+ ZCOV('}’(ta, ta + 6t1), y(ta + 6t1 - 6t2, ta + 6t1))
ta=61,~0yy

(C.2)

Finally we use

COV(Y(tal’ tbl)’ Y(taz’ tbz)) =

a(ta)b(tp)(a(t b(t .

( a) ( b)(N(Za) * ( b)) |f tal = taz = tay tbl = tbz = tby
a(ty, )a(ty, )b(t .
Alta,)alle;)0(t) lg:z) (t) if ta, # tag, to, = to, = t,
a(ty)b(t, )b(t
a(ta)b(to, J(to,) it = ta, = ta, to, # b,

N2

0 otherwise,

(C.3)

(obtained by standard techniques from Eq. (B.1)) to get e d
sired covariance matrix, in terms of the counts in the sigle
spectra:

Cov(ﬁ(dtl)vﬁ((stz)) =
max(ta)
7 2, Atablta+6)(alta + 6~ 6i2) + blta + 6u))
ta=1
(C.49)
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